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ANALYTICAL VARIABILITY IN REASONABLE POTENTIAL
AND PERMIT LIMIT CALCULATIONS

Appendix G explains how analytical variability affects calculations used to determine reasonable
potential and permit limits, and how such variability affects WET measurements. The appendix also
considerssuggested approachesto adjusting the reasonabl e potential and permit limit cal cul ationsto account
for analytical variability. Only water quality-based effluent limitations are addressed because different
considerations apply to technology-based limitations. While Appendix G addresses WET variability, its
discussion and conclusionsapply, with obvious modificationsin terminol ogy, to concentrations of chemical
pollutants.

EPA has evaluated methodologies to adjust for analytical variability in setting permit limits. These
methodologies would allow permit limits to exceed acute and chronic wasteload allocations (WLAS),
sometimestwo-fold or more. EPA believesthat such approaches contradict theintent and practice of current
guidance and regulations directed at preventing toxicity. The TSD cal culations were carefully designed to
avoid setting limitsthat allow adischargeto routinely exceed WLAS. Attemptsto usean*adjusted,” smaller
estimateof variability inthefirst step of theeffluent limit cal cul ation (cal cul ating thelong-term averagefrom
the WLA) while using the variability of measured toxicity in the second step (calculating limits from the
LTA), asdoneinthe* adjustment approaches,” will risk setting limitsthat exceed WL As because the second
variability factor islarger than the first. EPA also believes that the TSD statistical approach is adequately
protective. On average, it achieves the desired level of protectiveness that is described in the NPDES
regulations (40 CFR 122.44(d)) and EPA guidance.

Thisreview did not evaluate the “ conservativeness’ of other components of WET limits, such asthe
acute-to-chronicratio (ACR) for WET, the suggested WET criterion values(TUa= 0.3 and TUc = 1.0), and
the methods of calculating the WLA using models of effluent dilution. Instead, thisreview took the WLAa
(or WLAa,c) and WLAC as given and considered the TSD statistical method per se.

G.1 TSD Statistical Approach to Reasonable Potential And Limit Calculations

This appendix provides a simplified description of the TSD approach. That approach is more
compl etely described in the Technical Support Document for Water Quality-Based Toxics Control (USEPA
1991a). Reasonable potential calculations are described in Section 3.3 of that document. The calculation
is only one component of a reasonable potential determination. Permit limit calculations are described in
Section 5.4 and Appendix E of the TSD.

To evaluate reasonable potential or calculate permit limits, one needs a coefficient of variation (CV)
representing the variability of toxicity or apollutant in the effluent discharge. The TSD recommends that
the CV of measured effluent data be used in al reasonable potential and effluent limit cal culations without
attempting to “factor out” analytical variability. The specification of thisCV isat issuein the alternatives
to the TSD statistical procedures discussed later in this appendix.

G.1.1 Reasonable Potential

The goal of the TSD reasonable potentia calculation is to estimate the probable value of an upper
bound (e.g., 99" percentile) of toxicity in an effluent discharge using limited data. For whole effluent
toxicity (WET), data are expressed in toxic units (TU) before calculating the CV. TU = (100/effect
concentration). For chronic toxicity, TUc = 100/NOEC or 100/IC25. For acutetoxicity, TUa= 100/LC50.
The TSD calculations assume that effluent toxicity values follow a lognormal distribution, at least
approximately. There is abundant evidence supporting the lognormal distribution, but the TSD aso
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acknowledges that other distributions might be found more appropriate if sufficient data can support the
finding.

The sample CV of effluent monitoring datais obtained in TU. If there are fewer than ten data points,
the TSD recommends adefault CV of 0.6. The TSD recommends basing acalculated CV on at |east ten data
points, collected at the same time intervals as intended for monitoring.

Even if there are fewer than ten data points, the maximum value for the data (e.g., TU,,,) is used to
calculate a projected maximum value. A nonparametric, upper tolerance bound is calculated to infer the
population percentile represented by TU,, with probability P: X, = (1 - P)'". For example, with
probability 0.99 the largest of five observations will exceed the 39.8" population percentile: (1 - 0.99)Y° =
0.398. Next, the ratio between this percentile (Xp,, ) and the population 99" percentile is estimated using
moment estimators for alognormal distribution:

Reasonable potential multiplier = X,/ Xp = €Xp(Zge 0 - 0.50%) / exp(Zp0 - 0.56%).

Here, o? isestimated aslog(1 + CV?), using the default CV if necessary. The maximum projected valueis
the product of the observed TU,,,, and the reasonable potential multiplier. Thisvalue may be compared to
the WLA, which is based upon the criteria continuous concentrations (CCC) or criteria maximum
concentration (CM C) and the appropriatedilutionfactors(if applicable). The projected maximum valuealso
may be multiplied by adilution factor and compared directly to the CMC or CCC (TSD Section 3.3, Box 3-
2). The TSD recommends using TUa= 0.3 and TUc = 1.0 either as numeric toxicity criteriaor asameans
of interpreting the narrative “no toxicsin toxic amounts’ criteria.

G.1.1.1 Permit limit calculation

Thefirst stepindetermining theappropriatewater quality-based effluent limitsfor an effluent discharge
isto calculate wastel oad all ocations WL Aaand WL Ac that correspond to the water quality criteriafor acute
exposures and chronic exposures or the ambient values used in interpreting narrative criteria (e.g., no
discharge of toxic pollutantsin toxic amounts). Thisstepisdistinct and separate from the“ statistical” steps
for calculating permit limits or reasonable potential. The WLAsare“givens’ inthe statistical calculations.

WLAa and WLACc are found through either a direct steady-state calculation or a dynamic model
simulation. In either case, any applicable mixing zone and critical stream flows are taken into account. For
WET, WLAa s converted to WLAa,c using an ACR. WLASs must not be exceeded if the water quality
standards of the receiving water are to be met.

The essential idea behind setting a permit limit using the TSD approach is to find the lognormal
distribution (i.e., its mean value or LTA) that would allow no more than a specified percentage of single
observations to exceed the WLAa and no more than a specified percentage of the 4-day averages of
observationsto exceed the WLAc. If thispercentageisset at 1 percent, for example, then the 99" percentile
of single observations must not exceed the WL Aa, and the 99" percentile of 4-day averages must not exceed
theWLAc. The4-day averaging period comesfrom thetypical definitionsof chronic exposure andthe CCC.
TheCV hasalready indirectly specified thedistribution’ sstandard deviation. Together, theCV andtheLTA
specify the appropriate distribution completely.

Thecalculationswhich lead to findingthe LTAa,c and L TAc (corresponding to the WLAaand WLAC)
work inthefollowing manner. Theratio betweentheLTA and apercentile (X;) iscalled avariability factor
(VFp). TheVFiscalculated from the CV, the percentile (95" or 99"), and the averaging period [1 day (no
averaging) or 4 days).
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Thus, LTA = X,/VF
If we set X, equal to the WLAa, wefind:

LTAacC
and LTAC

WLAR/ VFeg 14
WLAC/ VFog 448

Thesmaller of thetwo LTAsisselected asthe LTA used to calculatealimit. Thisstep assuresthat the
limitswill exceed neither the WLAa nor the WLAC.

Having selectedthesmaller LTA, theVFcalculationisreversed. Followingthe TSD recommendations,

“Maximum Daily Limit” (“MDL") = LTA * VFgq 1.4
and
“Average Monthly Limit” (“AML") = LTA * VFg n.ga
(based on N observations)

Notethat in cal cul ating the averagelimit the TSD recommends using a95" percentile (rather than a99"
percentile) and the number of observations N for averaging may be less than four (although the TSD
recommends N > 4 for purposes of calculating average limits). Limits calculated using the TSD-
recommended approach are always equal to or less than the WLAa and WLAC.

G.1.1.2 Analytical variability in the TSD procedures

Analytical variability isapart of the variability of measurements used to analyze reasonable potential
and set water quality-based limits. All componentsof variability that will enter into the permit devel opment
process are included in the measurements and calculations used to evaluate reasonable potential and set
limits. Thisinsuresthat the WLA is not exceeded.

Some laboratories have suggested alternative statistical calculations to EPA. Sections G.3 and G.4
discussthese approaches. These aternative calculations, however, would allow limitsto exceed the WLA.
When a sample effluent toxicity equalsthe WLA exactly, analytical variability would be expected to cause
tests to exceed the WLA about half thetime. Limits set above the WLA could allow routine exceedances
of the WLA. Incontrast, limits set using the TSD approach will provide some margin of safety between the
limit and the WLA, guarding to some extent against analytical variability. On average, the TSD approach,
employing the CV of measurements, is expected to ensure that the WLA is not exceeded when measured
toxicities remain within the limits.

G.2 Background on Analytical Variability and Variability of Measurements

This section describes how analytical variability may cause the variance (6%) of measured values to
exceed thevariance of toxicity. Thisdiscussionwill assumethat WET testsfor one discharge are conducted
by onelaboratory. Thus, “analytical variability” herewill refer towithin-laboratory variability (repeatability)
of WET test resullts.

G.2.1 Components of Measurement Variability

The variance of monthly or quarterly measurements of effluent toxicity depends on at least two
components: the variance of the toxicity, which changes over time, and the variance owed to the analytical
process (including calibration, if applicable). One could also distinguish a third component—sampling
variance—if simultaneous samples differ in toxicity. Herein, this component will not be examined
separately, but is combined with the variance in toxicity over time.
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A direct way to estimate the analytical component of variability is to analyze the same sample of
effluent on different occasions so that the anal ytical method isthe only source of measurement variance. The
sample must be measured on different days because real samples are measured at intervals of weeks to
months and the analytical process can change subtly over time. Unfortunately, effluent samples may not
retain the same toxicity for long. Therefore, saving a batch of sample and analyzing it once a month for
several monthsmay over-estimateanal ytical variability. Analyzingtwo or three subsamplesonthesamedate
may underestimate anal ytical variability because the measurement system changes between sampling dates.
The organisms, laboratory technicians and procedures, and laboratory materials may all change subtly over
time. It would be reasonable to design a study that measures analytical variability in both ways, using
effluent subsamples on one occasion and using the same (stored) effluent sample on separate occasions,
attempting to bracket the correct value of analytical variance. EPA is not aware of any such studies.
Reference toxicant samples are expected to have the same potency on different occasions and are used
routinely for laboratory quality assurance of WET test methods. This document summarizesthe variability
resulting from repeated (usually monthly) WET testing of referencetoxicant samplesin the samelaboratory.

G.2.2 Effect of Analytical Variability on Measured Values

Because of analytical variability the probability distribution of measured valuesY is“wider” than the
distribution of true values X. Thus, the mean and high percentiles of measurements will exceed the
percentiles of the true values.

One component of the variance of measurements is analytical variance. Simple but plausible
assumptionslead to the equation V, =V + V. Inother words, the variance of ameasurement Y (toxicity)
is the sum of the variances for toxicity (V) and the analytical variance (V,). When this equation is
approximately correct, then one suitable estimate of V is (Vy - V,), where the parameters V, and V, are
replaced by their sample estimates. This estimate may be biased (i.e., inaccurate) to some degree. Similar
reasoning about the mean (EY) leadsto EY =EX. ThenV, =V, +V, canbedivided by EX?to give CV,?
=CV,*+CV,2. Thisreasoning requirestwo assumptions; varianceis constant and unrelated to the mean,
and there is little or no correlation between X and the magnitude of the analytical error. When X is
distributed lognormally, these assumptions are not true, but may be suitable for transformed values like
log(Y) and log(X).

G.2.3 Analytical Variability and Self-monitoring Data

EPA determines compliance with alimit on the basis of self-monitoring data. No specia allowance
ismadefor analytical variability. Thisisaccounted for by the TSD statistical procedures used to determine
the need for limits and calculate permit limits.

The permittee must ensure that the toxicity in the discharge is never great enough to result in a
compliance measurement that exceeds the permit limit. The maximum discharge toxicity allowed by the
treatment system must incorporate amargin of safety to account for the sampling and analytical variability
that attends compliance measurements. |n other words, to avoid exceedances of alimit, atreatment system
will be designed so that the maximum discharge toxicity is somewhat lower than the permit limit. Most
industrial and municipal treatment facilities should be able to implement such adesign. When they are not,
appeals based on fundamentally different factors and economic hardships may be feasible.

G.2.4 Imprecision in WET Estimates, Reasonable Potential Determinations and Limits

Although WET tests provide protection against false positives, the estimates (NOEC, EC25, L C50)
from WET tests, like all estimates based on limited data, are imprecise. That is, the exact level of toxicity
inasampleisestimated with “error” (imprecision). Thisimprecision can bereduced by providing asuitable
number of organisms and replicates for each test. The numbers required for EPA WET method test
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acceptability are minimums. Test precision will be approximately proportional to the square root of the
number of replicates. Thus, adoubling of replication may increase the precision of atest endpoint response
(survival, growth, reproduction) to roughly 70 percent of its former level. For example, consider these
calculationsfor fathead minnow growth (USEPA 19944, pp. 102-105): the standard error of the difference
between atreatment and the control is Swv/ (1/n; + 1/n.), which in one test took the value (0.0972)v (1/4 +
1/4) = (0.0972)(0.707) = 0.0687. If the root mean squared error Sw had been the same but the number of
replicateshad been doubled, the standard error would have been 0.0486. Dunnett’ scritical valuewould have
been 2.24 instead of 2.36, and the MSD 0.109 instead of 0.162. With a doubling of replication, the test
would be able to detect a 16-percent reduction from the control rather than a 24-percent reduction.

For reasonable potential and limit calculations, WET data are accumulated over a year or more to
characterize effluent variability over time. This sampling program may not fully characterize effluent
variability if too few samples are taken, if the sampling times and dates are not representative, or if the
duration of the sampling program is not long enough to represent the full range of effluent variability. For
reasonabl e potential and limits, the key quantity being estimated is the variance (or CV). A large number
of samples is required to estimate a variance or CV with much precision. Confidence intervals for the
variance and CV can be calculated easily and carried through the calculations for reasonable potential and
effluent limits (Section G.1). Even when assumptions are not strictly met, this information may provide a
useful perspective on the uncertainty of the calculation.

G.2.5 Between-laboratory Variability in Reasonable Potential and Permit Limit
Calculations

It is inappropriate to use estimates of between-laboratory variability in calculations of reasonable
potential and permit limits. Such estimates do not represent the variability affecting measurements of
effluent discharge toxicity. In most cases, only one laboratory will produce the data for one discharge. In
some cases, there will be a change of laboratory over time, which needs to be handled case-by-case. Using
estimates of between-laboratory variability to represent the analytical component of variance for one
dischargeisequivalent to assuming that each new sampleissent to anew laboratory selected at random from
the population of laboratories conducting the test method. This approach does not occur in practice.

Between-laboratory differences in test sensitivity are important and need to be addressed. To some
extent, apparent differencesin sensitivity between laboratories (Warren-Hicks et al. 1999) may be owed to
severa factors, including use of unstable reference toxicants like SDS (Environment Canada 1990), errors
in calculating and recording stock concentrations (Chapter 3 of the Variability Guidance, SCTAG 1996),
differences in dissociation and bioavailability of metal ions, comparisons of non-comparable ionic forms
(e.g., potassium chromate versus potassium dichromate, SCTAG 1996), use of different waters, health of
organisms, and varying techniques.

Within-laboratory variability should be reflected in regulatory calculations. |f the databeing used for
reasonable potential or permit limit calculations consist of effluent measurement data reported by two or
more laboratories, there are ways to account for between-laboratory differences:

» If the same laboratories are used in the same proportion or frequency, and the measurements for
different laboratories represent different sampling dates, the measurement data may be treated as
if they come from one laboratory. This may increase the estimated variance and the average
monthly limit, which is not in the interest of the permittee. It would be better to select one
laboratory, based on the variance of its reported reference toxicant test results.

» If only onelaboratory hasreported dataon each date, with the different laboratorieseither reporting
over different time spansor over the same time span on aternate dates, EPA recommendsapooled
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estimate of variance. Calculate the sample variance S* for log(TU) separately for each laboratory,
and combine the datain the following formula:

pooled variance of log(X) =[(N; - )S?+ (N, - 1)S, / [(N; - 1) + (N, - 1)]

(i.e., the analogous formula for more than two laboratories). The same result can be obtained by
conducting a one-way analysis of variance on log(X) and using the mean squared error. This
approach would be undesirableif the different laboratories sampled times or time spans that were
known or expected to differ inthe average or variance of TU. Inthat case, onewould pool thedata,
treating it asif it had come from one laboratory (see above).

A change of testing laboratory by a permittee may result in achange in analytical (within-laboratory)
variability of measurements and a change in “sensitivity.” The average effect concentration may change.
Theremay be between-laboratory differencesin sensitivity to sometoxicants, such asmetals (Warren-Hicks
et al. 1999).

Ideally, a permittee will anticipate a change of the testing laboratory. Permittees should compare
referencetoxicant test datafrom current and candidate replacement laboratories, selecting alaboratory with
acceptable variability and a similar average effect concentration. Regulatory authorities should compare
reference toxicant data for old and new laboratories when interpreting a series of WET test results that
involves a change of laboratory.

Some areas may help reduce laboratory differences in average effect concentration for the same
reference toxicant test protocol. These include standardization and reporting of stock culture conditions
(such asloading, age structure, age-specific weight, and other conditions), standardization of dilution water
for referencetoxicant tests, and reporting to verify such practices. Other areasfor consideration includetest
protocols, test acceptability criteria, and dilution water. Another approach that could be evaluated further
is conducting a reference toxicant test with each effluent test, and normalizing the effluent response using
the toxicant response.

G.3 Adjustment Approaches To Account For Analytical Variability in Setting Permit
Limits

G.3.1 Adjustment Approaches To Account for Analytical Variability

Methods have been proposed for determining reasonable potential and calculating permit limits by
adjusting the cal culations based on analytical variability. The more general principles are discussed here,
details of these methods are outlined in Section G.4. Thefocus of these discussionsisthe limit calculation,
although similar principles apply to the reasonable potential calculation.

Theideabehind the proposed “ adjustment methods” for cal culating water quality-based effluent limits
isto estimate the distribution of toxicity values using dataon measured effects concentrations and anal ytical
variability, and then to factor out analytical variability from some stepsin the process of calculating limits.
In proposed adjustment methods for calculating effluent limitations one would (1) estimate the variance of
effluent concentrations (this entails subtracting an estimate of the analytical variance from the variance of
effluent measurements, e.g., V, =V, - V,, or an equivaent calculation using CVs); (2) calculatethe LTAa
and L TAc using the TSD approach and the adjusted variance V; and (3) calculate the limit (from the lower
of the two LTAS) using the variance of measurements V.. Because the V. necessarily exceeds V, these
methods would result in limits that would exceed cal culated WL A, depending on other assumptions made
inthelimit calculations. Asaresult, thedischargemay allow instream WET to routinely exceed thecriterion
limits, a condition that should not occur.
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G.3.2 Adjustment Equations

As noted above, the adjustment approaches are based on the TSD statistical approach, modified to
subtract analytical variability fromthe LTA calculation. TheseapproachesrefertoV, asthe“true” variance.
In what follows, the sample estimate of V is $ 1. Thus, § 16 = S yess - Sanay (Where S* is the sample
estimate of variance) isused to calculatethe LTAsand $?,, iS used to calculate the limits from the smal lest
of thetwo LTAs. The TSD equations as applied to WET would be adjusted as follows:

Whenthe LTAacisthesmallest LTA,
MDL = WLAAC* (VFgg 1.4y, meas! V Foo, 1-day, True )
AML = WLAAC* (VFgs nday, meas! VFoo, 1-day, True )

When LTAc isthe smallest LTA (and assuming that the chronic criterion is a 4-day average)

MDL = WLAC* (VFog 1.y, meas! V Foo, a-ciy, True )
AML = WLAC™* (VFgs n-day, meas | VFoo, a-day, Tre )
whereN = samples/month (for purposes of AML calculation)

The VF (variance factor) is the ratio of a percentileto amean, in this case for the lognormal distribution.

€XP( Zgg Sieas = 0.55 ens)

exp( 299 STrue - 0582 True )

exp( ZQS Sn—day, Meas ~ 0582 n-day, Meas)
exp(ZQQ S¢day, True ~ 0582 4-day, True )

V l:99, 1-day, Meas
V F99, 1-day, True
V l:95, n-day, Meas

V F99, 4-day, True

while Sues = log(l+CV?3,)
82 True — |Og(l + CVZTrue)
Sz N-day, Meas = |Og(l + CVZMeas/N)
or Sndymes = Smes/N=log(l+CV?e) N
Sz 4-day, True = |Og(l + CVZTrue/ 4)
or Sz 4-day, True = 82 True /4= |Og(1 + CVZTrue) 14

G.3.3 Conseguences of Adjustment Approaches

As an example of the consequences of applying an adjustment methodology to water quality-based
effluent limit calculations, one may consider the following scenario. In this scenario, such a methodology
would allow calculation of an average monthly limit (AML) exceeding the chronic WLA (afour-day average
value) evenwhen sampling frequency for the cal cul ationis set at therecommended minimum of four samples
per month. It is acceptable for the MDL (a single sample) to exceed the chronic WLA or for the AML to
exceed the chronic WLA if the AML calculation is based on less than four samples per month. Note,
however, that the TSD recommends always assuming at least four samples per month when calculating the
AML.

Table G-1 below offers an example of MDLs and AMLs calculated using the TSD approach and an
approachthat adjuststhe CV for analytic variability. Thisadjustment would allow effluent limitsthat exceed
the WLA onthe premisethat analytical variability tendsto make measured valueslarger than actual effluent
values. Thus, thisapproach assumesthat the*“true” monthly average would be below the WL A c even though
the limit and the measured monthly average may be above the WLAC.

EPA believesthat these assumptionsareinvalid. Therefore, EPA cannot recommend an approach that
makes such assumptions as part of national guidance to regulatory authorities. EPA is not recommending
national application of an “adjustment approach” to either reasonable potential or effluent limit calculation
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procedures. EPA continuesto recommend the TSD approach, which ensuresthat effluent limitsand, thereby,
measured effluent toxicity, are consistent with calculated WLAS.

Table G-1. Sample Effluent Limit Calculations Using EPA’s TSD Approach and
an Adjustment Approach (USEPA 1991a)

WLA, Probability Basis Approach LTA, MDL AML

10 MDL = 99" percentile TSD 44 17.6 7.7
AML = 95" percentile

10 MDL = 99" percentile | Adjustment 6.43 25.8 11.2*
AML = 95" percentile | approach

10 MDL = 99" percentile TSD 44 17.6 9.99
AML = 99" percentile

10 MDL = 99" percentile | Adjustment 6.43 25.8 14.6 *
AML = 99" percentile | approach

Assumptions.  Chronic LTA/WLA controls calculations, WLA = 99" percentile probability basis, n = 4
(sampling frequency for AML calculation), Total CV = 0.8 and Adjusted CV = 0.4 are
used in calculations.

(*) These numbers exceed the WLAC.

G.3.4 Related Concerns

Inadditionto addressing thedifferencesbetween measured and “true” val uesinthereasonable potential
and effluent limit calculations, related concernsregarding WET testing and the water quality-based effluent
permits process have been raised as reasons for adjusting the TSD statistical procedures.

G.3.4.1 Compounding protective assumptions

Approachesto“account for analytical variability” by adjusting the cal cul ationsfor reasonabl e potential
and limits usually state that several conservative assumptions are employed. Inthe TSD approach, awater
quality-based effluent limit is the result of three key components: (1) a criterion concentration; (2) a
calculated dilution or mixing-zonefactor; and (3) astatistical cal culation procedurethat employsaCV based
on effluent data. The conservative assumptions cited may involve deriving the criterion concentration, and
assuming dilution and low-flow conditions, in addition to the probability levels used in the TSD statistical
calculations. Evenif theseassumptionswere considered conservative, the TSD statistical procedureremains
valid. Asexplained above, the TSD statistical approach isappropriately protective, provided that the WLA
isaccepted as given. It isinappropriate for regulatory authoritiesto modify the TSD’ s correctly conceived
statistical approach in order to compensate for assumptions intrinsic to derivation of the WLA that are
perceived as over protective. Therefore, EPA does not believe that it is appropriate to adjust the TSD
statistical methodol ogy for conducting reasonabl e potential and cal cul ating permit limitsto addressconcerns
about how WLAs are cal cul ated.

G.3.4.2 Test sensitivity and method detection limit

EPA does not employ method detection limits (MDLs: 40 CFR part 136 Appendix B) for WET
methods. For effect concentrations derived by a hypothesistest (LOEC and NOEC), the alphalevel of the
test provides one means of providing afunctiona equivalent of an MDL. The hypothesistest prescribed in
the method providesahigh level of protection from “false positives.” For point estimates (ECp, |Cp, LCp),
a valid confidence region provides the equivalent of a hypothesis test. EPA will provide clarification
regarding when confidence intervals are not or cannot be generated for point estimation procedures,
including thel Cp procedure. Thisvariability guidance citesrecommendations (Chapman et al. 1996a, Baird
et a. 1996, Bailer et a. 2000) regarding aternative point estimation methodol ogies.
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While protecting against false positives, hypothesis tests and confidence intervals, will provide little
protection from toxicity unless the test method is designed to detect a suitable effect size. The two most
commonly used chronic testsareincapabl e of routinely detecting effects of 20 percent to 30 percent (Denton
and Norberg-King 1996) when employed by many laboratories using the minimum recommended number
of replicates and treatments. To provide suitable test sensitivity, regulatory authorities should consider
requiring more replication, a suitable minimum significant difference (MSD), or suitable effect sizes and
power, particularly for the control and IWC test concentrations (e.g., Denton and Norberg-King 1996;
Washington State Department of Ecology 1997, Ch. 173-205 WAC). It may be desirable to specify that a
statistically significant effect at the IWC must exceed some percentage difference from the control before
it is deemed to have regulatory significance. Combining these approaches, an effective strategy would
require that a test consistently be able to detect the smallest effect size (percent difference between the
control and the WC) that would compromise aguatic life protection, and to disregard very small, statistically
significant effects. To further these ends, this guidance document sets an upper limit to the value of
M SD/(Control Mean), defining the maximum acceptable value. Thisdocument also setsalower limit to the
effect size, defined by 100x(Control Mean - Treatment Mean)/(Control Mean), which can be regarded as
“toxic” in apractical sense (see Section 6.4).

The aphalevel of a hypothesis test or confidence interval cannot be decreased from that level (o =
0.05) recommended for WET methods without sacrificing test power and sensitivity of the method. Alpha
should not be decreased without a corresponding increase in sample size that would preserve the power to
detect biologically significant effects. EPA will issue guidance on when the nominal error rate (alphalevel)
may be adjusted in the hypothesis test for some promulgated WET methods (USEPA 20004).

G.4 Technical Notes on Methods of Adjusting For Analytical Variability

This section describes and comments on several adjustment methodologies suggested to EPA as
alternativesto the TSD statistical calculations.

G.4.1 Notation

Explanations may help clarify the notationsin this section. The symbolsV X, V[X], and ¢% all mean:
the variance of X. Standard deviation (oy) is the square root of the variance. The mean (average) is
symbolized as EX and also as .

When X islognormally distributed, thereisapotentia for confusing the mean and variance of log(X)
with the mean and variance of X. Typicaly (and in the TSD), when X is lognormally distributed, the
parameters will be given for log(X) as follows. X ~ Inorm( 4, o ). Thisisread as “X is distributed
lognormally with the mean of log X equal to pu(mu) and the standard deviation of log X equal to o (sigma).”
Better notation would be X ~ Inorm( Wegx, Oi6ex ); recommended termsfor the parametersare mu-logX” and
“sigma-logX.” The mean and variance of X for thisdistribution are

EX = exp( Miogx + 0.5% 0% g )
VX = eXp( 2% Higgx + 0iogx ) * [ €XP(0%0x) - 1]

Hx

0%y

To avoid confusion, the symbols EX and VX are used in preference to Ly and o to signify the mean
and variance of X. Usually, mu and sigmaare used only as symbols for the mean and standard deviation of
log(X), that is, W and o,.4x, inthe context of lognormal distributions. Below, W,y and o, areabbreviated
topand o, withthe addition of subscriptslike® Effl” and“Meas” to further distinguish theintended quantity.

CV may be used to symbolize parametric values or their sampl e estimates, with the meaning indicated
inthe text. Symbols S , Sy » AN Say Will represent sample estimates of variances 0% ,x g » 0%0gx.

2
Meas 1 and Y logX, Analy*
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G.4.2 General Comments on Analytical Variance as a Component of the Variance of
Measurements

Two simple models lead to the same equation. The first model assumes that each measurement Y is
the sum of a concentration X and an analytical error €, thatisY = X + €. The analytical error e may be
positive or negative and has mean zero and variance V,. X and € are uncorrelated. (This is a strong
assumption; it may be approximately correct only for some transformation of the data) ThenV, =V, +
V,. The second, hierarchical, model assumesthat X follows a distribution P, with mean and variance E,
and V. Eachmeasurement Yt (t indexesthetime of measurement) followsanother distribution having mean
Xt and variance V,. V, isassumed to be constant, independent of Xt. (Thisisastrong assumption which
may be approximately correct only for some transformation of the data.) Then, it can be shown that V., =
Vy + V,. The same models and assumptions lead to EY = EX. These models and assumptions are not
correct when X islognormally distributed. Inthat case, the model smight providereasonabl e approximations
to the behavior of log(X) and log(Y). If EY = EX and V, =V +V, are both correct, thenV, =V, + V,
can be divided by EX? to give CV,? = CV,? + CV,2 In this case, the parameters V, and CV,? might be
estimated by using sample estimates in the expressions (V, -V,) and (CV,? - CV,?), respectively. Such
estimates will be somewhat biased.

G.4.3 Commonwealth of Virginia Approach

The Commonwealth of Virginia Toxics Management Program Implementation Guidance (1993)
(revised on August 25, 1994) prescribes amethod of accounting for analytical variability of WET data. A
synopsis of the method follows. Symbolic notation has been changed; the numbered “steps’ below were
created for this synopsis.

1. Obtainthe CV of WET monitoring data. Thiswill be 0.6 (default value) if fewer than ten dataare
available. If thereareat least ten data, acomputer program (described in Guidance Memo 93-015)
isused. “ Only acutetest data are considered here becausethe LC,, isa statistically derived point
estimate from a continuous data set. Also, the LC.,smust bereal numbers. Valuesreported as‘>
100%' should not be used in the calculation. ... Enter either LC,,sor TU,s for the most sensitive
speciesinto the program.” [Commentson Step 1: LC50 and TU values are not equivalent; they
will not have the same CV values. The exclusion of “>100%" valueswill tend to biasthe CV of
TUstoward larger values.]

2. Calculate S’ et = Siogx, mes T Siogx, andys USING Siogx anay = 0.20. 1f CVy e < 0.47 (implying
that Sogx. meas < 0.20 = S5 anay)s INStead USe S ,x e = Siogx, meas: (These subscriptsare not used
intheGuide.) Thevaluefor ', anay iSbased ondataprovided by several |aboratoriesconducting
tests for Virginia permits for the five most common species, using cadmium chloride as the
reference toxicant. The Guide states that these data yielded a geometric mean CV, of 0.47, and
0.20 = In(1 + 0.47%); the last formulais the relation between the parametic variance and CV of a
lognormal variate. [Commentson Step 2:  The calculations should employ sample variances of
log(TU), not sample CVs, in the interest of accuracy and precision. The estimate S, g iS @
discontinuous function, decreasing toward zero as Sy, ves decreases toward 0.2, then jumping
to 0.2 and decreasing again toward zero as S, wes decreases further. The default value of
Sogx, e becomes In(1 + 0.60°) - In(1 + 0.47%) = 0.11.]

3. CalculateLTAacand LTAcasinthe TSD, using Sy« e instead of S« wes @Nd using Zg,, the
97" percentile Z-statistic, instead of Zy,,. WLA and LTA valuesarein unitsof TUc. The smaller
of LTAacand LTAcisseectedasLTA,,,.
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4. Calculatethe“MDL” limit from LTA;, asin the TSD, now using o5, wmess ather than S« e
and still using the 97" percentile Z-statistic. No procedure is described for a limit of averages
(“AML™).

By using thisprocedure, the WL Aa,c may be exceeded whenthe CV of measurementsexceeds0.47
(because then the estimate S, et < Siogx, mess)- The maximum ratio of Limit to WLA occurs
when the CV of observations is just over 0.47, when the ratio of Limit to WLA isjust over 2.
Numerical evaluations (Table G-2) show that the daily limit can exceed the WLAa,c. The daily
limit (DL or MDL) should be compared to the WLAa,c. It is not unusua for the daily limit to
exceedtheWLAcwhen LTAcissmaller than LTAa,c. Thisoutcomedoesnot necessarily indicate
aproblem. Instead, the regulatory authority should comparetheaveragelimitto WLAcinthiscase
(see “Modified TSD Approach” below).

Table G-2. Numerical Effect of State of VirginiaWET Limit Calculation on Ratio
of Daily Limit to WLA

Ratio of Daily Ratio of Daily

CV yeas S St adayaverage || LiMit toWLAa,c | Limitto WLAc

0.10 0.01 0.00 1.00 1.09

0.20 0.04 0.01 1.00 1.19

0.30 0.09 0.02 1.00 1.27

0.40 0.15 0.04 1.00 135

0.45 0.18 0.05 1.00 1.38
0.470 0.1996 0.0538 2.097 1.393
0.471 0.0004 0.0002 2.026 2.042

0.50 0.02 0.01 1.65 1.87

0.60 0.11 0.03 1.39 1.76

0.70 0.20 0.06 1.28 1.74

0.80 0.29 0.09 122 172

0.90 0.39 0.13 1.18 171

1.00 0.49 0.17 1.16 1.70

The State of VirginiaGuide, Appendix D, also states: “Becausethe statistical approach evaluates
both acute and chronic toxicity of the effluent, only one limit is necessary to protect from both
acute and chronic toxicity. Thelimit isexpressed only asa maximum daily limit (MDL) because
the frequency of monitoring will typically be less than once per month. If the testing is to be
monthly, then the MDL can also be expressed as an average monthly limit (AML).” [Comment:
asingle MDL limit is not as protective as the combination of limits, one for single observations
(MDL) and another for averages (for example, the quarterly or annual average). Refer tothe TSD
(USEPA 19914, Section 5.3).]

G.4.4 Rice Approach

James K. Rice's unpublished draft, “Laboratory QC and the Regulatory Environment: Relation
Between Method Performance and Compliance” prescribesamethod of accounting for analytical variahility
of WET data. The document was provided with a notation that the typescript was originaly submitted to
EPA as a comment on the draft “TSD,” presumably in the period 1989 to 1991. A synopsis of the method
follows. The numbered “steps’ below were created for this synopsis. Calculations and symbols have been
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simplified. Thissynopsisomits many detailed observationsthat provide context and guidelinesfor readers
intending to apply Rice's method.

1

G.4.5

Obtain the CV of WET monitoring data (measured values), and the CV of the analytical method,
insymbolsCVy e @nd CVy pnqy. Samplesizeisnot addressed, but thetext indicatesthat “alarge
number” of measurements are needed to characterize variability and bias.

Solve for CVy gy iN CVy e = CVix anay” + CVx tes + (CVx, ey’ CVx e ), after substituting
the sample estimates of CVy e’ @nd CVy ana,”. Thus, solve

CVy ein° = (CVx mews - CVX,AnaIyZ) I(1+ CVX,AnaIyZ)'

[Comment: Thisformulaassumesamodel such asMeasurement = (Concentration* Recovery),
with multiplicative errors for Concentration and Recovery. This is one plausible model,
especialy for datathat aredistributed lognormally. Another plausiblemodel would leadto the
formula CVy e = CVy anay” + CVx e -]

Calculate LTA values as in the TSD, using CVy g instead of CVy e and use Zg,, the 99"
percentile Z-statistic. First calculate 0% g = IN(1 + CVy g°) for the variance of log(TU), and
0% ogx, i, = IN(L+ (CVy g%)/n) for an n-day average. Then LTAgy, = WLA * exp( 0.50% og g, n -
Zp Oogx. ern1,n)- RiCEthen calculates LTA . = (R/100 ) * LTA, where R is the percent recovery
of theanalytical method. [Comments: Many chemical methods are now calibrated instrumentally
so that E[R] = 100 percent. It will be assumed herein that R = 100 percent for WET methods.
Thereis no discussion of, or accounting for, the sampling error (the uncertainty) that attends the
estimates of R or o2, of the sample sizes required to estimate these well. The example does not
encompass the derivation and comparison of acute versus chronic LTAS using estimates of the
variance of single observations and averages and selection of the smaller one, asinthe 1991 TSD.
Rice’ smethod could easily be modified for the current TSD approach (see for example, the State
of Virginia method, above).

Calculatethe MDL and AML limitsfrom the LTA asinthe TSD, now using 0% ,x wess Father than
0%0gx. et » aNd Using the 99" percentile Z-statistic. Thus,

MDL
AML,

LTAmeas * exp( '0'502Iogx, Meas, 1 + ZP Ologx, Meas, 1 )
LTAmeas * exp( '0'502Iogx, Meas, n + ZP 0-Iogx, Meas, n )

Using this procedure, the limits exceed the WLAC.

MDL
AML,

WLAC* (VF g9 1 meas! VF 99 4.6 ) > WLAC
WLAC* (VF g9 o mess! VF 90 4 e ) > WLACiIfn< 4

The AML can exceed WLAC even if n >4, depending upon the variance values. Because the
current TSD approach of comparing LTAa,c and the LTAc had not been devel oped by the time of
Rice' s report, he did not apply his procedure to the WLAa,C.

Amelia River Report

The Amelia River Report (USEPA 1987, Appendix G) describes a similar approach, estimating
oo, 6l = Siogx, meas T Siogx, anaty (Without any provision for the case S wess < Siogx, anay )» Calculating LTA
from WLA using S« e, and calculating the limits using S7ogx wiess -
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G.4.5.1 Modified TSD approach

The methods described above predate the current TSD statistical approach and differ fromit. Asnoted
in the previous section, one could consider how the current TSD statistical approach could be modified to
account for analytical variability using the same principles. The LTAswould be calculated using avariance
estimate S = Syeas - S anay, the smallest would be selected, and limitswould be cal cul ated from the smaller
LTA using S Table G-3 compares the current and modified calculations for whole effluent toxicity.
Numerical calculations appear in Tables G-4 and G-5.

Table G-3. A Comparison of the Current TSD Calculation of Limitswith a
Modification That Takesinto Account the Analytical Variability

M ethod Smallest LTA Limits
TSD statistical LTAac MDL =WLA&,C (VF g 1 vess! VF 90,1 mess ) = WLAS,C
approach AML =WLA&,C (VF g5 n meas! VF 09,1 mes) < WLAB,C
LTACc MDL = WLAC ( VF gg 1 meas ! VF 65,4 meas ) <OF > WLAaC
AML = WLAC (VF g5 meas! VF 00,4 meas ) < WLAC
TSD modifiedto | LTAac MDL =WLA&,C ( VF g1 meas! VF g0.1.em ) > WLAAC
use Sy to AML = WLAA,C (VF g5 n mess ! VF 0.1 &1 ) < OF > WLAgC
caculate LTA
LTAC MDL =WLAC ( VF g 1 meas ! VF g0,4.m ) < WLAC

AML =WLAC (VF g5 n meas! VF 90,4 m ) <Or >WLAC
Symbols for estimates based on data (sample estimates):

e sample variance of natural logs of measured TUs
SzAna,y sample variance of natural logs of measurements on the same or TU
o estimate of variance of natural logs of TUs

2 —
S Effl — SZM% - SzAndy

VFp N oo = EXP(Zp Sexn - 0.5 Szxqu n) estimates the ratio of the P-th percentile to the mean for alognormal
variate: the P-th percentile is exp(i + Z 5 6) and the mean is exp(u + 0.50%). The mean of a 4-day average
of lognormal observations is assumed to be lognormal (Kahn, H.D., and M.B. Rubin. 1989. Use of
statistical methods in industrial water pollution control regulations in the United States. Environmental
Monitoring and Assessment 12:129-148).

The variance estimates may change with and be a function of the TU.

"N" is the number of samples (measurements) intended for use in determining compliance with the average limit,
not the number of data used to calculate the sample variances used in setting limits.

It can be shown that LTAc < LTAa,cimpliesthat WLAc < WLAa.c

For WET, WLAac=WLAa* ACR. Itisassumed that the variance of observations (SZM%) equals or exceeds
the analytical variance (SZAHH,y ). Numerical comparisons appear in Tables G-2 to G-4.

Calculationsin Tables G-4 and G-5 show the numerical effect of adjustment on permit limitsinrelation
to the WLA. These tables show the ratio of the limit to the WLA. For these calculations, $* e Was
caculated as log(1 + CV?e), While S e sasy = 109(1 + CV? o /4), giving slightly different numerical
results than if S e sae = S mess /4 = 109(1 + CV?o) /4. Thefirst formulais prescribed in the TSD, Box
5-2 and Table 5-1. The tables show the combinations of CV values used for CV s and CV 5, The
variance of TUswas calculated as Sy = S s - Sanay USING S e = 10g(1 + CV? ) and S% 5y, = log(1
+ CVZAnaIy)'
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Table G-4. Ratioof MDL to WLA-LTA from WLA and CVg; and Limit from LTA

and CV s
LTAacis Smallest LTAc is Smallest
RatioisMDL:WLAa,c RatioisMDL:WLAc
CV pnaly CV pnaly
CVyes| 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
0.1 1.25 0.00 0.00 0.00 0.00 1.25 0.00 0.00 0.00 0.00
0.2 1.06 155 0.00 0.00 0.00 1.28 155 0.00 0.00 0.00
0.3 1.04 117 1.90 0.00 0.00 1.38 147 1.90 0.00 0.00
0.4 1.03 111 131 2.28 0.00 1.48 155 1.69 2.28 0.00
0.5 1.02 1.09 122 1.48 2.68 1.58 1.63 173 1.93 2.68
0.6 1.02 1.07 1.16 1.33 1.65 1.66 1.70 1.79 1.93 2.18
0.7 1.01 1.06 1.13 1.26 147 172 1.76 1.83 1.94 212
0.8 1.01 1.05 111 121 137 177 181 1.87 1.96 2.10
0.9 1.01 1.04 1.10 1.18 1.30 181 1.84 1.90 1.98 2.09
1.0 1.01 1.04 1.08 1.16 1.26 1.84 1.86 191 1.98 2.08

& TheLTA was calculated using the WLA and o The limit was calculated using the LTA and CV g

Table G-5. Ratioof AML toWLA

LTAa,cissmallest LTAcissmallest
ratioisAML:WLAa,c ratioisAML:WLAc
CV sy CV sy
CVyes| 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
0.1 1.08 0.00 0.00 0.00 0.00 1.08 0.00 0.00 0.00 0.00
0.2 0.80 117 0.00 0.00 0.00 0.96 117 0.00 0.00 0.00
0.3 0.69 0.78 1.26 0.00 0.00 0.92 0.98 1.26 0.00 0.00
0.4 0.61 0.66 0.78 1.36 0.00 0.89 0.93 1.01 1.36 0.00
0.5 0.55 0.59 0.66 0.80 1.45 0.85 0.88 0.94 1.05 1.45
0.6 0.51 0.53 0.58 0.66 0.82 0.83 0.85 0.89 0.96 1.08
0.7 0.47 0.49 0.53 0.58 0.68 0.80 0.82 0.85 0.90 0.98
0.8 0.44 0.46 0.49 0.53 0.60 0.77 0.79 0.82 0.86 0.92
0.9 0.42 0.43 0.45 0.49 0.54 0.75 0.76 0.79 0.82 0.87
1.0 0.40 0.41 0.43 0.46 0.50 0.73 0.74 0.76 0.79 0.83

NOTE: If the AML were set at a 99" percentile value, all ratios would exceed 1.00. It is not surprising that
the ratio in the table for AML islessthan 1, should not come close to one, because the 95" percentile was used
in the second part of the equation. The ratio should be constantly Iess than one in order to protect water
quality criteria.
& TheLTA was caculated using the WLA and . The limit was calculated using the LTA and CV e
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